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**SQL**

1. Select \* from movie;
2. Select title from movie order by runtime desc limit 1;
3. Select title from movie order by revenue desc limit 1;
4. Select title from movie order by budget desc limit 1;
5. Select title , person\_name, gender, character\_name, cast\_order from movie m inner join movie\_cast mc on m.movie\_id= mc.movie\_id inner join person p on p.person\_id=mc.person\_id inner join gender g on g.gender\_id=mc.gender\_id;
6. Select country\_name , count(c.country\_id) as number\_of\_movies\_produced from movie m inner join production\_country pc on m.movie\_id =pc.movie\_id inner join country c on c.country\_id = pc.country\_id group by c.country\_id;
7. Select \* from genre;
8. Select language\_name , count(l.language\_id) as number\_of\_movies from language l inner join movie\_languages ml on l.language\_id = ml.language\_id group by l.language\_id;
9. Select m.movie\_id, mcast.cast\_count,mcrew.crew\_count from movie m inner join (select movie\_id, count(movie\_id) as cast\_count from movie\_cast group by movie\_id) mcast on m.movie\_id=mcast.movie\_id inner join (select movie\_id , count(movie\_id) as crew\_count from movie\_crew group by movie\_id) mcrew on mcrew.movie\_id = m .movie\_id ;
10. Select title from movie order by popularity desc limit 10;
11. Select title, revenue from movie order by revenue desc limit 2,1;
12. Select title from movie where movie\_status = ‘rumoured’;
13. Select title, revenue from movie m inner join production\_country pc on pc.movie\_id = m.movie\_id inner join country c on c.country\_id = pc. country\_id where country\_name= ‘United State of America’;
14. Select m.movie\_id, pc.company\_name from movie m inner join movie\_company mc on mc.movie\_id = m.movie\_id inner join production\_company pc on pc.company\_id =mc.company\_id;
15. Select title from movie order by budget desc limit 10;

**Machine Learning**

1. **RSS (**residual sum of squares) only gives the estimation of total variation given by the model. It does not gives a measure to what extent the line fits our data. In order to get this measure of goodness of fit ,R2 is used . So if R2 is more we say that our regression line fitted our model closely and vice versa if R2 is low. R2 make use of RSS in its equation to get measure of goodness of fit.
2. **TSS (total sum of squares)**is the squared sum of difference between the actual value and average value of target variable.

**TSS=** = ∑(yi – Ӯ)2 , here yi=Actual, Ӯ average value of y.(also known as variance of target)

**RSS** is the residual sum of squares taken to get the variance of the target value around the best fit line.

**RSS=** ∑(yi – ŷ)2. here yi=actual ,ŷ predicted value

**ESS** explained sum of squares is the squares of deviation of predicted values from the mean value.

ESS= ∑( ŷ - Ӯ)2

R^2 = 1 - RSS / SST = 1- RSS/ (ESS+RSS)

1. Regularization reduces the error by fitting the function appropriately on the dataset and reduces overfitting problem. Two main regularization techniques are L1 and L2 regularization techniques in machine learning.
2. **Gini** impurity index is used an impurity measure which helps in making decision and build the Decision Tree. It is an alternative to Information gain.

It can also be defined as probability of a variable being wrongly classified when it is chosen randomly.

1. Unregularized decision tree may be grown to full depth since the depth will not defined then and hence can lead to overfitting problem.
2. Ensemble techniques are the techiques which make use of multiple model and then combine them to get improved results. Ensemble technique usually produces more accurate results than single model. In ML there are two types of ensemble techniques Boosting and Bagging.
3. **Bagging**: Bagging is also known as bootstrap aggregating and works on majority vote principle. Different Random sample of data set is used by each estimators to predict and validate the predictions. Each sample fed to n-estimators is different. Finally the majority output of all n-estimators is considered as final output.

**Boosting**: This technique uses concept of correcting previous classifier mistakes.

Each classifier gets trained on the sample set and learns to predict .The misclassification errors are then fed to the next classifier in chain to correct the mistakes till the final model predicts accurate results

1. Out of bag error is the measure of prediction error of decision tree in random forest models. It is obtained by averaging the number of errors for out of bag samples in each estimator.
2. K in cross validation refers to the number of groups the data needs to be split into. Cross validation is a technique to evaluate machine learning models. The performance of each group is noted and finally the mean of all metric outcomes is taken as the final score of the model. This techniques helps to check and remove overfitting problem in the models.
3. Hyperparamter tuning is used to get the best set of parameters of any algorithm for the particular data being used. If no hyperparameter tuning is done then algorithm chooses default parameter for all type of data which of course might not be giving the best possible outcome of the model. In short the hyperparameter tuning brings out the best possible version of model by giving the right parameters for the data being used.
4. Large learning rate may introduce the issue of fast jumping of the derivates such that it did not reach the global minima. It is advised to choose the learning rate appropriately so that the gradient descent operation can be smooth and global minima point can be obtained easily. Large learning rate causes problem for the derivate to converge on the global minima.
5. Logistic regression is meant to be used in linear data problems where the classes are linearly separable by a line (plane or hyperplane). Non linear data will not give a linear decision boundary and hence errors will be more and more prediction will be incorrect.

In logistic regression the output is taken as **sigmoid(best fit line)** OR **sigmoid(mx+c).**

Since sigmoid function is used , there need to be a threshold value for x after which sig(mx+c) results to 1 else 0. This threshold value cannot be defined in case of non linear data. Even if it is defined we will get most wrong predictions.

1. Both Ada Boost and gradient boosting converts set of weak learners into a single strong learner. The difference is in the way they create weak learners during the iterative process.

Ada Boost changes the sample distribution by modifying the weights attached to each instances. It increases the weights of the incorrect instances and decreases the weight of correctly predicted instances. This was the weak learners will focus more on the difficult instances . After getting trained the weak learners gets added to strong learner based on its performance. The higher it performs the more it contributes to strong learner.

Gradient Boost do not change the sample distribution instead the weak learners get trained on only the remaining errors (incorrect predictions) made by the strong learner.

At each iteration the remaining errors are computed and a weak learner is fitted to these remaining errors. Finally contribution of weak learner to strong learner is not decided by its performance (as in Ada grad) instead a gradient optimization process is used for this purpose.

1. Bias error occurs when model undergoes underfitting . Due to underfitting ,model try to make assumptions about the target function. Hence model gets biased.

**Low Bias:** Less assumptions are made about the form of target function

**High bias:** More assumptions are made about the form of target function

Variance error is the amount that the estimated target function by the model will change with respect to new data.

Low variance: small changes to the estimated target function on occurrence of new data

High variance: large changes to the estimated target function on occurrence of new data

To get good prediction results a model should have low bias and low variance. Process of achieving this low bias and low variance by changing or choosing right parameters is known as **bias variance Trade off.**

1. Kernels are mathematical functions used in SVM to manipulate the training data. Data which has non linear decision boundary is manipulated to in a way to get linear decision boundary. This transformation is done by mapping the original data to a higher dimensional space. There are different ways of doing this transformation which are given by **linear , RBF, poly.**

**Linear-** Used for linear model where data is linearly separable.

**Polynomial-** Decision boundary is of a polynomial function like   
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**RBF-** RBF kernel is a function whose value depends on the distance from the origin or from some point.

![](data:image/png;base64,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)

||X1 — X2 || = Euclidean distance between X1 & X2

γ : Gamma (used only for RBF kernel)  *As the value of ‘* γ*’ increases the model gets overfits.* *As the value of ‘* γ*’ decreases the model underfits.*